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The hydrodynamic stability of a reacting wake depends primarily on the density ratio [i.e., ratio of

unburnt gas density (qu) to burnt gas density (qb)] of the flow across the wake. The variation of the

density ratio from high to low value, keeping qu=qb > 1, transitions dynamical characteristics of the

reacting wake from a linearly globally stable (or convectively unstable) to a globally unstable mode.

In this paper, we propose a framework to analyze the effect of harmonic forcing on the deterministic

and synchronization characteristics of reacting wakes. Using the recurrence quantification analysis of

the forced wake response, we show that the deterministic behaviour of the reacting wake increases as

the amplitude of forcing is increased. Furthermore, for different density ratios, we found that the

synchronization of the top and bottom branches of the wake with the forcing signal is dependent on

whether the mean frequency of the natural oscillations of the wake (fn) is lesser or greater than the

frequency of external forcing (ff). We notice that the response of both branches (top and bottom) of

the reacting wake to the external forcing is asymmetric and symmetric for the low and high density

ratios, respectively. Furthermore, we characterize the phase-locking behaviour between the top and

bottom branches of the wake for different values of density ratios. We observe that an increase in

the density ratio results in a gradual decrease in the relative phase angle between the top and bottom

branches of the wake, which leads to a change in the vortex shedding pattern from a sinuous

(anti-phase) to a varicose (in-phase) mode of the oscillations. Published by AIP Publishing.

https://doi.org/10.1063/1.5006453

In most of the practical combustion systems, the incom-
ing flow to a combustor is preheated to a higher tempera-
ture before stabilization of a flame in the bluff body
wake. The hydrodynamic stability has a strong depen-
dence on the density ratio across the wakes. As a result,
the hydrodynamic stability of preheated reacting wakes
(flame) differs substantially from non-preheated ones.
One important distinction is that most non-preheated
reacting wakes are convectively unstable, whereas the
highly preheated wakes are globally unstable.1 The inter-
action of such reacting wakes with the acoustic field in
the combustor is responsible for the generation of a high-
amplitude acoustic field of the combustor. Such oscilla-
tions are often referred to as thermoacoustic instability.
The onset of these instabilities is undesirable for the com-
bustor operation and needs to be avoided. Hence, it is
important to study the effect that a change in the density
of the incoming flow, due to preheating, has on the hydro-
dynamic stability of the reacting wake and the interaction
of such reacting wakes with acoustics of the combustor.
Such a characterization of the reacting wake was per-
formed by Emerson and Lieuwen2 by harmonically forc-
ing the reacting wake at different conditions of density
stratification. Hitherto, the response of such wakes to the
external forcing was mostly based on the measures from
linear theory, e.g., coherence, cross-correlation coeffi-
cient, and Fourier phase. Since the response of reacting
wakes to external forcing is a nonlinear phenomenon,
additional insights can be gained by the use of tools from

recurrence plot (RP) analysis and synchronization the-
ory. With the help of these measures, we propose a
framework to analyze the forced response of the reacting
wake for different conditions of the flow and the forcing
parameters.

I. INTRODUCTION

Bluff bodies play a significant role in the stabilization of

the flame inside the combustors of high performance systems

such as ramjets, afterburners of turbojet engines, and land

based gas turbine engines.3–5 The flames are stabilized in the

low velocity recirculation zone created downstream of the

bluff body.6 Bluff body stabilized flames are further suscep-

tible to other combustion phenomena such as flashback,

blowoff,7 and thermoacoustic instability.8–10

The flow field of a bluff body mainly consists of three

topological features: boundary layers, separating shear

layers, and wake.11 Hydrodynamic instabilities of these fea-

tures play a dominant role in the aforementioned thermo-

acoustic instability of confined combustors.7 When a high

Reynolds number flow is established over the bluff body,

two shear layers, consisting of high speed cold reactant flow

on one side and low speed hot combustion products on the

other side, are formed outside the recirculation zone.12 These

shear layers are hydrodynamically unstable, which results in

the formation of large scale vortical structures that are fur-

ther convected downstream of the bluff body. These convect-

ing vortical structures wrinkle the flame and modulate its
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heat release rate.12 The modulated heat release rate adds

energy to the acoustic field,13 which may in turn excite the

hydrodynamically unstable shear layers and thus close the

feedback loop necessary for the onset of thermoacoustic

instability. When the instantaneous phases of these coupled

processes demonstrate a perfect phase-locking,14,15,69 the

pressure oscillations in the system may attain a high ampli-

tude, self-sustained state known as thermoacoustic instabil-

ity. The presence of thermoacoustic instability is undesirable

for combustion systems and has been an obstacle to the

development of high performance engines over decades.10,16

The onset of thermoacoustic instability involves a

mutual interaction between various processes of the thermo-

acoustic system such as acoustic oscillations in the duct, heat

release rate fluctuations in the flame, hydrodynamics of the

underlying flow field, and entropy waves.17 The complexity

in the analysis of thermoacoustic instability is reduced by

separately studying the role of individual dynamical systems

of the combustor which couple to generate these instabil-

ities.18 In one such approach, the flame is subjected to exter-

nally imposed velocity perturbations, and the response

dynamics of the driven flame fluctuations are measured for

different parameters of the external forcing.10 Most of the

studies on forcing in thermoacoustic systems are based on

harmonic forcing.19–22 Harmonic forcing is further classified

into longitudinal23,24 or transverse,25,26 depending on

whether the forcing is in the streamwise or the cross-stream

direction, respectively. In this paper, we study the response

of a bluff body stabilized reacting wake to an externally

applied longitudinal harmonic forcing during the stable oper-

ation of the combustor. In this case, stable operation means a

stable thermoacoustic system (i.e., weak feedback between

flame dynamics and duct acoustics), not a hydrodynamically

stable flow.

The forced response of the flame dynamics is further

dependent on the global hydrodynamic stability of the under-

lying flow field of the combustor.2 For a non-reacting wake,

the flow field is either globally stable or globally unstable,27

depending on the Reynolds number. Global instability in

high Reynolds number wakes manifests as asymmetric

B�enard-von K�am�an vortex shedding.28,29 Regardless of the

global stability of the flow, the separating shear layers will

always be convectively unstable (due to Kelvin-Helmholtz

instability), such that flows with globally stable wakes will

be convectively unstable. Therefore, we classify the hydro-

dynamic stability of the flow in this study as either convec-

tively or globally unstable modes.

The introduction of combustion alters the global stabil-

ity of the bluff body wake field30,31 through the addition of

the density ratio (qu/qb) as another control parameter.1,32,33

Density ratios far from unity tend to stabilize the global

mode, rendering the wake convectively unstable.27 This is

the situation in wakes of premixed combustors with highly

exothermic combustion and/or little preheat of the reactant

mixture. At density ratios closer to 1 (where the density ratio

equal to 1 represents a non-reacting wake), high Reynolds

number wakes are globally unstable,32 which happens due to

weak exothermic combustion and/or high degree preheating

of the reactant mixture. When the density ratio is decreased

from one extreme to the other in a high Reynolds number

flow, the transition from convective to global instability is

observed to be not sudden; it happens gradually via

intermittency.1,34

Convectively unstable and globally unstable flows

exhibit substantially different forced response characteris-

tics. Convectively unstable flows are seemingly linear ampli-

fiers,27 i.e., such flows display response to the both low and

high values of the forcing amplitudes. Therefore, the effect

of forcing is most prominent in convectively unstable flows,

such as the shear layers separating from a bluff body. In con-

trast, globally unstable flows exhibit a nonlinear response to

external disturbances.27 These flows will tend to oscillate at

their own natural frequency in the presence of low amplitude

external forcing but may respond to the forcing when the

amplitude of forcing is large. In such a situation, a nonlinear

phenomenon of frequency-locking may be observed for the

conditions of high amplitude forcing.35,36 During the

frequency-locking condition, the frequency associated with

the global mode oscillations in the wake locks-in with that of

the external forcing. Furthermore, to note that although the

response of the forced wake to the forcing could be linear or

nonlinear, the underlying flow being turbulent is highly non-

linear and inherently complex.

The effect of forcing on non-reacting wakes has been

widely studied.37–42 In the absence of forcing, the vortex

shedding frequency exhibits a certain amount of phase noise

that is centered around a particular frequency, often parame-

terized by a Strouhal number. The application of forcing

results in synchronized shedding of vortices at the frequency

of forcing. The locking of this forcing frequency with the

frequency of vortex shedding depends on the difference

between these frequencies and the amplitude of forcing. For

larger frequency spacing, a higher value of forcing amplitude

is required for the entrainment of these frequencies.43

For reacting wakes, the effect of forcing on the dynam-

ics of the flame for high density ratios (qu/qb � 1, convec-

tively unstable flow) and low density ratios (qu=qb ! 1,

globally unstable) is quite different due to the difference in

the stability of the underlying hydrodynamic flow field. The

first study to systematically quantify the response of the

reacting wake to the harmonic forcing, for different condi-

tions of the density ratio, was performed by Emerson and

Lieuwen.2 They found that although the longitudinal forcing

naturally excites the varicose mode (symmetric vortex shed-

ding), the sinuous mode (asymmetric vortex shedding) is the

fastest-growing mode downstream of the bluff body wake

for a wide range of density ratios when fn � ff . When the

forcing frequency is near the natural frequency of the global

mode, the sensitivity of the external forcing is different for

the flame edge fluctuations and for the heat release rate fluc-

tuations. At this condition of forcing, the heat release rate

fluctuations are minimum, and the transversely induced

flame edge fluctuations are maximum, referred to as resonant

amplification.2 For a fixed value of the forcing amplitude,

the increase in the density ratio results in an increase in the

region of resonant amplification of the system.44

In this paper, we extend the analysis of Emerson and

Lieuwen2,44 and propose a framework to characterize the
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forced response of a highly turbulent, density stratified, bluff

body stabilized reacting wake using various tools from the

dynamical systems theory.45–48 In the previous studies, the

characterization of reacting wakes was based on measures

from linear theory.2,24,49 However, since the response of the

reacting wake (or flame) to the external forcing is nonlin-

ear,50 it is necessary to have a framework to understand the

interactions between the signals of forcing and forced

response of the wake in a better manner. Recently, for a case

of hydrodynamically unstable flow field, Juniper and co-

workers used the framework of forced synchronization51 to

study the forced response of a low density jet,52 a diffusion

flame,53 and a swirl-stabilized flame54 at different conditions

of the forcing parameters. Using the theory of synchroniza-

tion, they characterized various dynamical states of the

forced flame response, such as quasiperiodicity, phase-

drifting, phase trapping, and phase locking, which were

unnoticed previously in the literature. In a similar manner,

here we characterize the various other aspects of the forced

wake dynamics such as determinism, symmetry of phase-

locking of the top and bottom branches of the wake with the

forcing, and the relative phase angle of the vortex shedding

from the trailing edges of the bluff body. With this, our study

provides an experimental evidence wherein we show that the

high-density ratio (convectively unstable) reacting wakes are

more receptive to forcing than the low-density ratio (globally

unstable) reacting wakes.

II. DESCRIPTION OF THE EXPERIMENTAL SETUPAND

DATA ANALYSIS

The experimental setup consists of two premixed com-

bustors connected in a series. Natural gas and air are pre-

mixed and burned in both the combustors. The first

combustor acts as a vitiator, whose purpose is to raise the

temperature of reactants going into the second combustor.

The second combustor consists of a bluff body, with a 2D

ballistic shape, used to stabilize the flame in high speed

flows. The bluff body span covers the entire combustor

width, thus creating a nominal 2D flow in the system. The

aspect ratio, the ratio of the height of the bluff body with a

width of the second combustor, is 0.15. Quartz glass win-

dows on all four sides of the second combustor provide opti-

cal access required for flame imaging. Further details of the

experimental facility and its design are provided in the work

of Emerson and Lieuwen.2

The experimental rig is designed in a manner that allows

independent control of the density ratio of the unburned and

burned gases present across the flame (qu/qb) and the lip

velocity of the flow (Ulip). Another control parameter is the

shape of the bluff body which controls the shear layer thick-

ness and also the alignment between the velocity and density

profiles; however, we do not focus on this parameter in the

present study. Since qu/qb ¼ Tb/Tu, the density ratio (qu/qb)

across the flame is varied by varying the preheating tempera-

ture of reactants (Tu) entering into the second combustor.

Secondary fuel and air supply lines are provided in between

the two combustors to have flexibility in varying the density

ratio and flow velocity in the second combustor. Thus, the

inlet temperature to the second combustor (after vitiation in

the first combustor and after the addition of secondary air

and fuel) is varied from 770K to 1200K. Thus, the density

ratio can be varied systematically aiding in the study of the

growth rate of the hydrodynamic global mode in the system.

As we sweep the density ratio from a low (qu/qb¼ 1.7) to a

high (qu/qb¼ 2.4 and 3.2) value, the flow dynamics gradu-

ally transition from a globally unstable [Fig. 1(a)] to a con-

vectively unstable [Figs. 1(c) and 1(d)] mode through

intermittency [Fig. 1(b)]. During intermittency (qu/qb � 2),

flow dynamics fluctuate between convectively unstable and

globally unstable modes in an apparently random manner.

The equivalence ratio and the adiabatic flame temperature in

the main combustor were maintained in the range of 0.7

</ < 0.75 and 1950 <Tb < 2030K, respectively. Great

care was taken to operate this combustor well away from the

boundaries of blowoff of the flame, where additional flame

and flow dynamics can occur.7,55,56

Two loudspeakers are mounted on the tubes placed 1m

upstream of the second combustor. The harmonic signal gen-

erated using a function generator is amplified and then fed to

drive the speakers. As the first transverse mode of the second

combustor is 5000Hz, the multi-dimensional disturbances

generated in the system are evanescent and decay quickly.

Thus, the acoustic excitation in the second combustor is

effectively planar. In all experiments, the forcing frequency

(ff) is fixed at a constant value of 515Hz and the natural fre-

quency of the global mode is varied across this forcing fre-

quency. To achieve this, the lip velocity of the flow (Ulip) is

varied in such a way that the mean frequency of natural

oscillations (fn) in the flame is less than, equal to, or greater

than ff. This has the additional effect of increasing the global

mode limit cycle amplitude as the ratio fn/ff is increased.

FIG. 1. (a)–(d) The instantaneous CH*

chemiluminescence images of the

unforced bluff-body stabilized flame

acquired during different values of

density ratio such as qu=qb ¼ 1.7, 2,

2.4, and 3.2, respectively. With a

change in the density ratio, the reacting

wake dynamics changes from (a) a

globally unstable to (c) and (d) a con-

vectively unstable mode through (b) an

intermittently oscillatory mode.
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The line of sight integrated (along with the bluff body

span) imaging of flame CH* chemiluminescence is per-

formed at different conditions of the forcing parameters and

density ratios. The high speed CH* chemiluminescence

images of the flame are captured using a high speed CMOS

camera with 21.7 lm pixels, a sampling frequency of

5000Hz, and a pixel resolution of 768 � 384. The exposure

time is fixed at 1/5000 s. The camera is outfitted with a

135mm lens at f=2:8, with a magnification of 1:17.1. The

imaging was performed such that a 286mm � 80mm region

of the main combustor is imaged on 768 � 215 pixels. This

captured region of the combustor covers the span from the

trailing edge of the bluff body to 15 times bluff body diame-

ters downstream. The flame images are captured through a

bandpass filter centered at 434 nm, with 90% transmission

between 425.5 nm and 442.5 nm. A total of 4000 images are

acquired at every value of the control parameter.

III. RESULTS AND DISCUSSION

In this section, we first compare the dynamics of the

flame in the absence of forcing with that in the presence of

forcing when the forcing amplitude is high. We subsequently

move our attention to detect the phase-locking (or synchroni-

zation) behaviour of the oscillations in the flame (reacting

wake) with the forcing signal. Towards this purpose, we

compute the local heat release rate fluctuations from the top

and bottom halves of the flame at an unforced state (Af¼ 0)

and forced at an amplitude of Af¼ 0.02. Here, Af ¼ ju0lipðff Þ=
ð2ffDÞj is the normalized amplitude of the forcing obtained

from the ratio of unsteady axial velocity at the bluff body lip

(u0lipÞ acquired from the PIV measurement (discussed in

detail in Ref. 2) to the diameter of the bluff body (D), and ff
is the frequency of periodic forcing.

A. Comparison of dynamics of unforced and forced

oscillations of the reacting wake

We see from Figs. 2(a)–2(d) that, during the state of

unforced oscillations, the flame edge is weakly modulated,

wherein the oscillations in the flame are mainly due to the

underlying hydrodynamic instability of the reacting flow. In

contrast, the forced flame exhibits oscillatory corrugations

on both sides of its surface, as seen in Figs. 2(e)–2(h). These

wavy patterns in the flame edge are the result of shedding of

large scale vortical structures from the trailing edges of the

FIG. 2. The instantaneous CH* chemi-

luminescence images of the flame

shown for different time instances of

the oscillation cycle captured during

(a)–(d) unforced (Af¼ 0) and (e)–(h)

forced (Af¼ 0.02) states. The time

series of the local heat release rate fluc-

tuations acquired from (i) and (j) top

[shown by the red line in (a)] and (k)

and (l) bottom [shown by the yellow

line in (a)] branches of the flame corre-

spond to Af¼ 0 and Af¼ 0.02, respec-

tively. The parameters that are fixed

are x/D¼ 3, qu=qb ¼ 2, Ulip¼ 40m/s,

and fn=ff � 1. The flow direction is

from right to left.
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bluff body at a frequency equal to that of the external per-

turbations (since fn=ff � 1). The vertical lines shown in the

flame images [in Figs. 2(a) and 2(e)] with different colors

divide the near field of the wake into two equal halves rep-

resenting the top (red line) and the bottom (yellow line)

branches of the flame. The location of the line is chosen at

x=D ¼ 3, which is the same as that of the analysis per-

formed by Emerson and Lieuwen.2 The instantaneous local

heat release rate fluctuations of the top (IT) and bottom (IB)

portions of the flame are obtained by summing all the pixel

intensities lying along the respective lines. The time series

corresponding to these local heat release rate fluctuations

(IT and IB) for the conditions of unforced state are shown in

Figs. 2(i) and 2(k), and forced state are shown in Figs. 2(j)

and 2(l). During the unforced state, the oscillations in the

flame are aperiodic, which, thereafter, transition to seem-

ingly periodic oscillations due to the application of high

amplitude forcing to the flame. We notice an increase in the

amplitude of the local heat release rate fluctuations due to

forcing.

We, further, characterize the dynamics of these local

heat release rate fluctuations in a higher dimensional phase

space by using a time-delay embedding theorem proposed by

Takens.57 According to this theorem, a univariate time series

can be appropriately embedded into a higher dimensional

space if a proper value of the time delay (s) and the embed-

ding dimension (d) are chosen. The optimum value of the

time delay can be calculated from the average mutual infor-

mation,58 and the minimum embedding dimension can be

calculated from the method of false nearest neighbors.59 A

detailed description of the use of Takens0 embedding theo-

rem to construct a phase space is found in the work of

Abarbanel et al.45 The value of optimum time delay corre-

sponds to the first local minimum of the average mutual

information,58 and the minimum embedding dimension is

chosen as the next dimension to the value where the percent-

age of false nearest neighbors becomes zero for the first

time.59

Figure 3 shows a three-dimensional reconstructed phase

space of the local heat release rate fluctuations obtained from

the top (IT) and bottom (IB) branches of the flame

corresponding to unforced [Figs. 3(a) and 3(b)] and forced at

Af¼ 0.02 [Figs. 3(c) and 3(d)] states, respectively. For the

unforced case, the attractors of the local flame dynamics

show a clutter of trajectories in the phase space due to their

aperiodic nature, whereas, during the condition of high

amplitude forcing, the phase portraits show a relatively regu-

lar behaviour wherein the trajectories are arranged into a dis-

torted oval structure. The scatter of these trajectories in the

phase space is a result of the variation in the amplitudes of

the periodic oscillations observed in the local heat release

rate fluctuations.

The recurrence behaviour of these phase space trajecto-

ries is further characterized by using recurrence plots60 (RP).

Recurrence is a property of deterministic dynamical sys-

tems60 in which the recurrent behaviour of a phase space tra-

jectory is captured in a region which has been previously

visited by the same trajectory. Recurrence plots help in char-

acterizing various dynamical states such as periodic, quasi-

periodic, chaotic, random, and intermittency displayed by

the system.46 In order to construct a recurrence plot, we first

need to reconstruct the dynamics of the system in the embed-

ded dimensional phase space (as described previously).

Then, the recurrence properties of these phase space trajecto-

ries are calculated by finding the distance between any state

point of the trajectory and all other points. In practice, since

the trajectories in the phase space do not recur exactly at the

same point, we need to provide an appropriate value of the

threshold to quantify their recurrences. The choice of the

threshold further depends on the use of this technique to a

particular problem in hand. The equation used for computing

the recurrence matrix is given by

Ri;j ¼ Hð�� jjxi � xjjjÞ; (1)

where i; j ¼ 1; 2;…;N1, xi and xj are the delayed vectors, � is
the predefined threshold, jj:jj is the Euclidian norm, and H is

the Heaviside step function. N1ð¼ N � ðd � 1ÞsÞ is the total

number of state points on the phase space trajectory, where

N is the total number of points in the signal, d is the embed-

ding dimension, and s is the time delay. When the phase

space trajectory recurs, Ri;j becomes one and is marked as a

FIG. 3. The reconstructed phase por-

traits of the local heat release rate fluc-

tuations obtained from the top (IT) and

bottom (IB) halves of the flame for the

conditions of (a) and (b) unforced

(Af¼ 0) and (c) and (d) forced at

amplitude Af¼ 0.02. The parameters

chosen for the reconstruction of the

phase space are s ¼ 0.6ms and d¼ 6.

The conditions that are fixed are x/D

¼ 3, Ulip¼ 40m/s, fn=ff � 1, and

qu=qb ¼ 2.
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black point in the RP. For non-recurring points, the value of

Ri;j is zero and is marked as a white point in the RP. Thus,

the recurrence plot consists of black and white points,

wherein these points are arranged mainly in three orienta-

tions as diagonal, horizontal, and vertical.

In Fig. 4, the RPs of the local heat release rate fluctua-

tions obtained from the top and bottom halves of the flame in

the absence of forcing [Figs. 4(a) and 4(b)] and in the pres-

ence of forcing at Af¼ 0.02 [Figs. 4(c) and 4(d)] are shown.

In the absence of forcing, the RP shows rarer structures of

broken lines that are aligned parallel to the main diagonal in

the plot. We further note that these short (or broken) diago-

nal lines are distributed in an apparently random manner.

During the state of maximum forcing, the RP appears to be

denser with most of the recurrence points aligned along the

broken diagonal lines. The lesser the density of the black

points, the weaker the recurrence of the phase space trajec-

tory. The existence of short (or broken) diagonal lines in the

RPs is an artifact of the presence of either chaotic oscilla-

tions61,62 or higher fluctuations (due to background noise) in

the amplitude of periodic signals. In contrast, for white noise

signals, the RPs will have only single isolated black points

due to their non-recurring behaviour. We subsequently

quantify the recurrence properties of the phase space trajec-

tories when the amplitude of the forcing is varied.

In Figs. 4(e) and 4(f), we plot the variation of two quantita-

tive measures of recurrence62,63 known as the recurrence rate

(%RR) and determinism (%DET), respectively, for different

values of the forcing amplitude. The recurrence rate captures

the percentage of a total number of state points of a phase space

trajectory that recurs inside the threshold. It is calculated as

RR ¼ 1

N2
1

X

N1

i;j¼1

Ri;j: (2)

On the other hand, determinism captures the percentage

of the total number of recurrence points that align in parallel

with the main diagonal line in the RP. The determinism is

calculated as

DET ¼

X

N1

i¼lmin

lPðlÞ

X

N1

i;j¼1

Ri;j

(3)

FIG. 4. The recurrence plots of the

local heat release rate fluctuations

obtained from the top (IT) and bottom

(IB) portions of the flame for (a) and

(b) the absence of forcing and (c) and

(d) the presence of forcing at

Af¼ 0.02. The variation of recurrence

quantification measures such as (e)

%RR and (f) %DET is plotted for dif-

ferent values of the forcing amplitude.

The conditions that are fixed are

x/D¼ 3, Ulip¼ 40m/s, fn=ff � 1, and

qu=qb ¼ 2. Recurrence parameters

used for plotting are time delay

(s)¼ 0.6ms, embedding dimension

(d)¼ 6, recurrence threshold (�)¼ 20%

of the maximum size of the attractor,

and the number of data points equal to

1000.
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where P(l) is the histogram of the lengths l that form diago-

nal lines in the RP (lmin¼ 2 Points). Determinism is a mea-

sure of predictability of the dynamical system. It takes

higher and lower values for the regular and irregular behav-

iours of the system dynamics, respectively. We notice an

increase in the values of %RR and %DET with an increase in

the forcing amplitude. A significantly higher value (as com-

pared to zero) of %DET, during the unforced state, indicates

the presence of deterministic or possibly a chaotic behav-

iour61,62,64,65 in the local dynamics of the heat release rate

signal. The amount of determinism and also periodicity

increases with an increase in the forcing amplitude and

reaches a maximum value at Af¼ 0.02.

B. Detection of symmetry of forced response of the
reacting wake

The dynamics of the forced flame response obtained in

terms of local heat release rate fluctuations is further investi-

gated for off-resonance conditions (i.e., fn=ff < 1 and

fn=ff > 1) of forcing. As the heat release rate fluctuations

obtained from the top and bottom branches of the flame dur-

ing the unforced state are broadband [Fig. 6(a-I) and 6(a-II)],

the detection of the exact value of natural frequencies of the

signal from visual inspection of their frequency spectrums is

difficult. Nevertheless, the flow velocity conditions can be

maintained in such a way that the mean frequency

(fn ¼ ð1=2pÞhd/=dti, where / is the instantaneous phase of

the signal) of the overall selected frequency range of the heat

release rate fluctuations, at a given condition of the

frequency ratio, is lower than, nearly equal to, or greater

than ff. Figure 5 shows the comparison of reconstructed

phase portraits of the top and bottom halves of the flame

obtained for both conditions of frequency ratios, fn=ff < 1

and fn=ff > 1, and four different values of the density ratios

(i.e., qu=qb ¼ 1.7, 1.9, 2, and 2.4). Here, qu=qb ¼ 1.7 and 1.9

(low density ratios) correspond to the globally unstable flow,

qu=qb ¼ 2 (intermediate density ratio) corresponds to the sit-

uation of intermittency where the flow dynamics fluctuates

between globally and convectively unstable flow characteris-

tics, and qu=qb ¼ 2.4 (high density ratio) corresponds to the

convectively unstable flow. We observe in Figs. 5(a) and

5(b) that during the case of low density ratios (qu=qb ¼ 1.7

and 1.9) and when fn=ff < 1, the phase space trajectories of

the top side of the flame display a clutter behaviour, whereas

those for the bottom side of the flame show a seemingly

regular structure. The situation reverses at these density

ratios when fn=ff > 1, wherein the top side of the flame has

seemingly a regular behaviour and the bottom side of the

flame has a noisy behaviour in the phase space. We hypoth-

esize that small, inherent asymmetry in the geometry may

provide a “reference” to the fluid dynamics. This reference

allows the flow to respond with a repeatable directionality

to its asymmetry. An interesting pair of observations is (a)

the repeatability of this phenomenon, which demonstrates a

high degree of sensitivity to small geometrical imperfec-

tions, and (b) the switching of the directionality of this

asymmetry as the frequency ratio (fn=ff ) is varied.

Furthermore, we notice a seemingly regular behaviour of

FIG. 5. The reconstructed phase portraits of the local heat release rate fluctuations obtained from the top and bottom sides of the flame are shown for the condi-

tions of two frequency ratios fn=ff < 1 and fn=ff > 1 and four density ratios (a) qu=qb ¼ 1:7, (b) qu=qb ¼ 1:9; (c) qu=qb ¼ 2; and (d) qu=qb ¼ 2:4. The flow
velocity conditions, for qu=qb ¼ 1.7 (Ulip¼ 35m/s and 44m/s), for qu=qb ¼ 1.9 (Ulip¼ 35m/s and 46m/s), for qu=qb ¼ 2 (Ulip¼ 34m/s and 46m/s), and for

qu=qb ¼ 2.4 (Ulip¼ 34m/s and 45m/s), are chosen such that the conditions of frequency ratios are fn=ff < 1 and fn=ff > 1, respectively. The parameters chosen

for the reconstruction of the phase space are optimum time delay s ¼ 0.6ms and embedding dimension d¼ 6. The conditions that are fixed are x/D¼ 3 and

Af¼ 0.02.
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the phase space trajectory for intermediate (qu=qb ¼ 2) and

sufficiently higher values (qu=qb ¼ 2:4) of the density

ratios [in Figs. 5(c) and 5(d)] irrespective of the values of

frequency ratios (fn=ff < 1 or fn=ff > 1). These observations

of the flame dynamics in the phase space suggest that the

response of the flame to the periodic forcing is asymmetric

for the values of lower density ratios (qu=qb ¼ 1:7 and 1.9),

where the unforced reacting flow dynamics is globally

unstable.1 On the contrary, such a behaviour of the flame

dynamics is relatively symmetric for the intermediate

(qu=qb ¼ 2) and the higher (qu=qb ¼ 2:4) density ratios,

where the unforced reacting flow dynamics is observed to

be intermittent and convectively unstable, respectively.1,34

This behaviour of flame dynamics is, however, expected in

convectively unstable cases due to the symmetric nature of

the forcing.2

The qualitative observations of the symmetry in the

forced flame response during off-resonance conditions at dif-

ferent density ratios (as shown in Fig. 5) further motivate us

to quantify this symmetry aspect using a framework of syn-

chronization. Here, we turn our attention to characterize the

phase-locking behaviour of the local heat release rate fluctu-

ations obtained from top and bottom branches of the flame

with the forcing signal. In doing so, we calculate the instan-

taneous phases of these signals from an analytic signal

approach based on the Hilbert transform.47 The analytic sig-

nal (fðtÞ) is a complex quantity, where the real part is the

original signal (x(t)) and the imaginary part is the Hilbert

transform of x(t), i.e.,

H½xðtÞ� ¼ P:V: p�1

ð1

�1

xðsÞ
ðt� sÞ ds: (4)

Therefore, the analytic signal is defined by fðtÞ ¼ xðtÞ
þ iH½xðtÞ� ¼ AðtÞei/ðtÞ. Here, /ðtÞ is the instantaneous

phase and A(t) is the instantaneous amplitude of the signal.

The mean frequency of the signal is then calculated as

x ¼ hd/=dti. In the Hilbert transform, the integral is

evaluated for the Cauchy principal value (P.V.). The instan-

taneous relative phase between the signals is calculated as

D/1;2ðtÞ ¼ /1ðtÞ � /2ðtÞ. The condition for phase locking

(or synchronization) is given by j/1ðtÞ � /2ðtÞj � constant.

During this condition, if the signals are contaminated with

noise, the plot of the relative phase will show fluctuations

around a constant phase difference; otherwise, it will be a

straight horizontal line. When the signals are desynchron-

ized, the relative phase between them will be unbounded and

exhibits a continuous increase or decrease (depending on

whether x1 is greater or lesser than x2) with time. This con-

dition is known as phase drifting in the synchronization liter-

ature.47 The instantaneous phase calculated from the Hilbert

transform will have a physical meaning only if the governing

signal is a narrowband and the representation of this signal

in the analytic plane has a proper center of rotation.66

Figures 6(I) and 6(II) show two different ways of repre-

senting the spectral properties of the signals, where Fig. 6(I)

corresponds to a time-frequency plot based on the wavelet

transform and Fig. 6(II) demonstrates the amplitude spec-

trum of the signal obtained from the fast Fourier transform.

Here, we use the continuous wavelet transform67 (CWT) to

represent the localized time varying frequency content of the

heat release rate signal. The mathematical formula to calcu-

late CWT is given by68

Wðs; t0Þ ¼
ð1

�1
xðtÞW�

s;t0
ðtÞ dt; (5)

where x(t) is the signal and W
�
s;t0

ðtÞ represents the complex

conjugate of the mother wavelet function, Ws;t0ðtÞ. Here,

Ws;t0ðtÞ ¼ 1
ffiffi

s
p W0

t�t0
s

� �

, wherein s is the time scale that deter-

mines the width of W0 and t0 is the time shift of the wavelet

function.

We use a complex Morlet wavelet68 as the mother wave-

let for our analysis. The Morlet wavelet is the most common

mother wavelet function used in the analysis of practical

sinusoidal signals. The complex nature of this wavelet

FIG. 6. (I) Time-frequency plot

obtained from wavelet transform, (II)

amplitude spectrum obtained from

Fourier transform, and (III) analytic

plane representation of the signal. These

plots demonstrate the different proper-

ties of local heat release rate fluctuations

obtained from the bottom half of the

flame (I) for different conditions: (a)

unforced (Af¼ 0), (b) forced at high

amplitude (Af¼ 0.02), and (c) filtered

signal corresponding to the forced state.

The conditions that are fixed are x/D

¼ 3, Ulip¼ 35m/s, fn=ff < 1, and qu=
qb ¼ 1.7. The forcing frequency (ff) is

fixed at 515Hz. The frequency range

chosen for bandpass filtering of the heat

release rate signals is 0:5ff < ff < 1:5ff .
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further helps in separating the instantaneous phase and

amplitude information from the signal, which is not feasible

with the real-valued wavelet functions. The mathematical

form of the Morlet wavelet can be given as

W0ðgÞ ¼
1
ffiffiffi

p4
p expðjx0gÞ expð�g2=2Þ; (6)

where x0 is a wavenumber and g is a non-dimensional time

parameter. The smallest value of the scale (s0) is chosen as

the integer multiples of dt ¼ 1=(sampling frequency), and

the largest value of the scale is chosen as J ¼ d�1
j

log2(Ndt=s0). Thus, the variation of the scale of the Morlet

wavelet is given by sj ¼ s02
jdj , where j ¼ 0; 1; 2;……; J.

The parameters of the wavelet which are considered fixed

are x0 ¼ 6; s0 ¼ 2dt, and dj ¼ 0:5.
The spectral properties of the unforced local heat release

rate fluctuations obtained from the bottom half of the flame

are shown in Figs. 6(a-I) and 6(a-II). These plots suggest that

the heat release rate fluctuations observed during the

unforced state are broadband. This wide distribution of fre-

quencies is further reflected in the representation of the sig-

nal in its analytic plane (plot between I(t) and H½IðtÞÞ�. In
such a plane [Fig. 6(a-III)], the behaviour of the trajectory is

seemingly irregular exhibiting multiple centers of rotations

about its origin. In Figs. 6(b-I) and 6(b-II), the spectral prop-

erties of I corresponding to the situation of high amplitude

forcing (Af¼ 0.02) are shown. When the amplitude of forc-

ing is sufficiently large (observed as a sharp amplitude peak

in the frequency spectrum), the spectral properties of the

unforced signal get organized around the forcing frequency

[as shown in Fig. 6(b-I)]. Even though the signal is forced at

high amplitude [see Fig. 6(b-II)], the analytical plane corre-

sponding to this signal [Fig. 6(b-III)] still shows multiple

centers of rotation, which results in an improper definition of

the instantaneous phase of the signal.

The application of filtering to the heat released rate sig-

nals within a frequency band of 0:5ff < ff < 1:5ff removes

the multiple centers of rotation in the analytic plane. We

note that the interpretation of synchronization behaviour of

the forcing signal with that of the heat release rate fluctua-

tions is sensitive to the size of the frequency band. The

change in the frequency range might lead to additional phase

slips in the relative phase plot of the two signals. Here, the

phase slip is related to an increase in the value of the

unwrapped relative phase of the signals by integer multiples

of 2p. Figures 6(c-I) and 6(c-II) depict the spectral properties

of the bandpass signal. Bandpass filtering removes the noisy

fluctuations associated with low and high frequency compo-

nents (outside the selected frequency band) present in the

signal. The removal of such frequencies smoothens the sig-

nal. The effect of filtering is clearly reflected in the represen-

tation of the signal in the analytic plane, where the plot [see

Fig. 6(c-III)] shows a clear center of rotation, thus enabling a

proper definition of the phase in the signal.

The synchronization behaviour of the filtered local heat

release rate signal (I) with the forcing signal (F) is examined

by computing the instantaneous phase difference ½D/F;IðtÞ ¼
/FðtÞ � /IðtÞ� between them. The effect of external forcing

on the top and bottom branches of the flame is analyzed for

three different conditions of the frequency ratios as (i) fn< ff,

(ii) fn � ff , and (iii) fn> ff at a constant value of the forcing

amplitude (Af¼ 0.02). This investigation is necessary to

quantitatively detect the aspect of symmetry in the response

dynamics obtained from both branches of the flame to the

external forcing, as shown qualitatively in Fig. 5.

Furthermore, we compare such a behaviour of the forced

flame response for two different conditions of the density

ratios, i.e., qu=qb ¼ 1.9 and 3.2. The density ratios are chosen

such that the low density ratio (qu=qb ¼ 1.9) and high density

ratio (qu=qb ¼ 3.2) correspond to the globally unstable and

convectively unstable modes, respectively.1

The quantitative analysis of the response of the top and

bottom branches of the flames to the forcing, calculated in

terms of the instantaneous phase difference, is shown in Fig.

7. We note that the heat release rate fluctuations obtained

from the top branch of the flame exhibit phase drifting

behaviour [see Fig. 7(a)], whereas that corresponding to the

bottom branch of the flame is perfectly phase-locked with

the forcing signal [see Fig. 7(b)]. The increasing trend in the

plot of the instantaneous relative phase [Fig. 7(a)] suggests

that the mean frequency (fn) of the heat release rate fluctua-

tions is lesser than the forcing frequency, i.e., fn=ff < 1.

Here, the phase difference is calculated between the instanta-

neous phases of the forcing signal with that of the natural

oscillations of the local heat release rate in the flame. When

the value of flow velocity is such that fn=ff � 1 [Figs. 7(c)

and (d)], we witness the perfect locking of the instantaneous

phases of the signals obtained from both branches of the

flame with the forcing signal. Conversely, when fn=ff > 1,

we observe the switching of phase locking behaviour of the

heat release rate fluctuations from the bottom to the top

branch of the flame. In this condition, we observe that the

top branch of the flame is perfectly phase-locked with the

forcing [Fig. 7(e)], while the bottom branch of the flame

shows a phase drifting behavior [Fig. 7(f)]. The decreasing

trend of the instantaneous relative phases in the plot further

validates the condition of fn=ff > 1 [see Fig. 7(f)]. This sug-

gests that the response of two branches of the flames to the

symmetric longitudinal forcing is asymmetric during off-

resonance conditions of the frequency ratios, for the case of

low density ratios. In such a situation, external forcing sheds

synchronized vortices from the (bottom or top) lip of the

bluff body, depending on whether fn=ff < 1 or fn=ff > 1,

respectively.

Figure 8 shows the temporal variation of the instanta-

neous phase difference of the local heat release rate fluctua-

tions obtained from the top and bottom branches of the flame

with the forcing signal, for three different conditions of the

frequency ratios, i.e., fn=ff < 1 [Figs. 8(a) and 8(b)], fn=ff �
1 [Figs. 8(c) and 8(d)], and fn=ff > 1 [Figs. 8(e) and 8(f)].

We notice that, during all conditions of the frequency ratios,

the instantaneous phase difference of the heat release rate

fluctuations of both branches of the flame displays a perfect

phase locking with the forcing signal. This observation of

the relative phase further suggests that the effect of forcing is

nearly symmetric on both branches of the flame during the

high density ratio case. Thus, in the case of high density
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ratios, forcing simultaneously sheds a synchronized pair of

vortices at the forcing frequency from the lip of both sides of

the bluff body.

The low density ratio wakes, where the flow is globally

unstable, exhibit a stronger sensitivity to the frequency ratio

(fn=ff ). We notice that, when the density ratio is low (Fig. 7),

the maximum amplitude of the acoustic perturbations con-

sidered in the present study is insufficient to simultaneously

synchronize the heat release rate fluctuations obtained from

both branches of the flame with the forcing signal.

Conversely, for the case of high density ratios (Fig. 8), this

value of the forcing amplitude is sufficiently high to synchro-

nize the instantaneous phases of the heat release rate fluctua-

tions obtained from both branches of the flame with the

forcing signal. Previous studies2,44 on the same experimental

dataset have not noticed the sensitivity of the low density

ratio flame asymmetry to fn=ff . Specifically, the asymmetry

exhibits phase synchronization of the bottom flame branch

FIG. 7. The temporal variation of the

relative phase of local heat release rate

fluctuations obtained from the top and

bottom branches of the flame with the

external forcing for a low density case.

The test conditions correspond to three

values of the forcing frequency such that

(a) and (b) fn=ff < 1 (Ulip¼ 35m/s), (c)

and (d) fn=ff � 1 (Ulip¼ 41m/s), and

(e) and (f) fn=ff > 1 (Ulip¼ 46m/s). The

parameters that are maintained constant

are x/D¼ 3, qu=qb ¼ 1.9, and Af¼ 0.02.

FIG. 8. The temporal variation of the

relative phase of the local heat release

rate fluctuations obtained from top and

bottom branches of the flame with the

external forcing for a high density

case. The test conditions correspond to

three values of the forcing frequency

such that (a) and (b) fn=ff < 1

(Ulip¼ 24m/s), (c) and (d) fn=ff � 1

(Ulip¼ 41m/s), and (e) and (f) fn=ff >
1 (Ulip¼ 44m/s). The parameters that

are maintained constant are x/D¼ 3,

qu=qb ¼ 3.2, and Af¼ 0.02.
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when fn=ff < 1 and phase synchronization of the top flame

branch when fn=ff > 1.

In the case of intermediate density ratios, i.e., qu=qb ¼ 2

or 2.2, we notice a perfect phase locking of top and bottom

branches of the flame with the forcing signal, irrespective of

whether fn=ff < 1 or fn=ff > 1. The results for these density

ratios are similar to that observed for the high density ratio

case (qu=qb ¼ 3.2), as shown in Fig. 8. Emerson and Lieuwen1

and Suresha et al.34 have reported the presence of intermit-

tency during qu=qb ¼ 2 and showed that the features of such

intermittent oscillations vanish at qu=qb ¼ 2.4. Intermittency,

here, refers to the apparently random switching of the flow

dynamics from a region of convectively unstable (features of a

high density ratio) to a globally unstable (features of a low

density ratio) mode of oscillations. Thus, during qu=qb ¼ 2, we

expect that the phase-locking behaviour of the top and bottom

branches of the flame will have features that are observed in

Figs. 7 and 8 for different conditions of the frequency ratios.

That is, when the intermittent flow dynamics exhibit a globally

unstable behavior, an asymmetry in the phase locking behav-

iour of both branches of the flame is expected to occur.

Conversely, when the intermittent flow dynamics exhibit a

convectively unstable behavior, the perfect phase locking of

both branches of the flame is expected to happen. However,

we do not observe such features at this density ratio or at the

other intermediate density ratio of qu=qb ¼ 2.2. This might be

because the maximum amplitude of forcing used in all the

experiments is high enough to diminish such expected features

of the phase dynamics during intermediate density ratios and

responsible for the entrainment of the phases of both branches

of the flame with the forcing signal.

C. Characterization of phase-locking behavior
between top and bottom branches of the flame

We now move our attention to investigate the phase

locking behaviour between the heat release rate signals

obtained from the top and bottom branches of the flame.

This analysis, in turn, helps in quantifying the relative phase

between the vortices that are shed from the top and bottom

sides of the bluff body during a high Reynolds number flow

condition. This also helps in identifying the kind of vortex

shedding pattern (sinuous or varicose) exhibited by the bluff

body wake at a given density ratio. During the sinuous type

of vortex shedding, both branches of the flame move in the

same direction such that the relative phase between the oscil-

lations of their edges is close to 0	 or the relative phase

between the fluctuations of their local heat release rate is

close to 180	. The opposite happens for the varicose mode of

vortex shedding.2 Figure 9 shows the temporal variation of

the phase difference between the heat release rate fluctua-

tions obtained from the top and bottom branches of the flame

for different density ratios. The flow velocity (hence, the

mean frequency of natural oscillations of the flame) and the

amplitude of forcing are maintained constant at Ulip¼ 41m/s

and Af¼ 0.02, respectively. The choice of Ulip is such that

the mean frequency of the unforced natural oscillations in

the local heat release rate fluctuations is nearly the same as

the frequency of the external forcing (i.e., fn=ff � 1).

In order to detect synchrony between the heat release

rate signals of the top and the bottom branches of the flame,

we compute the instantaneous phase difference between

them [i.e., D/T;BðtÞ ¼ /TðtÞ � /BðtÞ, where T and B corre-

spond to the top and the bottom branches of the flame,

respectively]. We notice that for Af¼ 0.02, as the forcing

amplitude is sufficiently high and since fn=ff � 1, the instan-

taneous phases of the heat release rate fluctuations obtained

from both branches of the flame are perfectly phase locked.

This phase locking is confirmed from the fluctuations of the

relative phase of these signals around a constant phase shift

[refer to insets of Figs. 9(a)–9(c)]. In Figs. 9(a)–9(c), we plot

the histogram of the relative phase wrapped in the interval of

�180	 toþ180	. We observe that, for the case of low density

FIG. 9. (a)–(c) The distribution and the temporal variation (in insets) of the instantaneous phase difference between the signals of heat release rate fluctuations

obtained from top and bottom branches of the flame for three different conditions of density ratios as qu=qb ¼ 1.9, 2.5, and 3.2, respectively. (d) The plot show-

ing the variation of the mean relative phase angle between the top and bottom branches of a reacting wake with different values of the density ratio, i.e.,

qu=qb ¼ 1.9, 2, 2.2, 2.4, 2.5, and 3.2. The parameters that are fixed are Ulip¼ 41m/s, fn=ff � 1, Af¼ 0.02, and x/D¼ 3. During fn=ff � 1, the flame dynamics is

such that both branches of the flame are perfectly the phase locked state with each other [see insets of (a)–(c)].

023108-11 Pawar et al. Chaos 28, 023108 (2018)



ratios [shown in Fig. 9(a)], the histogram of the relative

phase displays a wider distribution, whereas that of the

higher density ratio [shown in Fig. 9(c)] shows a narrower

distribution. On the other hand, for an intermediate case of

the density ratio [Fig. 9(b)], the width of the distribution is in

between the value observed for the cases of low and high

density ratios. The observation of the narrow distribution in

the relative phase, for the high density ratio case, demon-

strates that the cycle-to-cycle variation of instantaneous

phases of the heat release rate fluctuations obtained from

both branches of the flame is very low. In contrast, this

cycle-to-cycle variation of instantaneous phases of the heat

release rate signals is high during the low density ratio case.

This further supports the observation that the low density

ratio flames are less receptive to external forcing than high

density ratio flames.27

Figure 9(d) shows the variation in the mean phase differ-

ence ðD/ ¼ 1
N

PN
i¼1 D/iÞ between the signals of heat release

rate fluctuations obtained from the top and bottom branches

of the flame, for different values of the density ratios. The

value of flow velocity is maintained such that fn=ff � 1. We

observe that with an increase in the density ratio, the mean

relative phase between the top and bottom branches of the

flame shows a monotonic decrease after a small initial

increase in the plot. This indicates that the increase in the

preheating temperature of the reactant mixture changes the

relative shedding frequency of the vortex from the top and

bottom edges of the bluff body. This change follows the tran-

sition of the vortex shedding pattern from the predominantly

sinuous (phase difference 
 90	) to the predominantly vari-

cose (phase difference � 90	) mode.2

Furthermore, we compare the influence of external forc-

ing on the phase locking behaviour of the heat release rate

signals obtained from both branches of the flame for differ-

ent locations along the flame length. In order to do this, we

quantify the relative phase between these signals acquired at

three different locations of the flame such as x/D¼ 3, 5, and

7 for qu=qb ¼ 1.9 [Figs. 10(a)–10(c)] and 3.2 [Figs.

10(d)–10(f)]. We notice that, in the near field of the bluff

body wake, as shown in Figs. 10(a) and 10(d), the relative

phase shows fluctuations around a constant phase shift (i.e.,

a perfect phase-locking condition). Nevertheless, as we

move away from near field of the bluff body [shown in Figs.

10(b), 10(c), 10(e), and 10(f)], the relative phase shows mul-

tiple phase slips depicting the lack of perfect synchronization

between these signals. This indicates that the response of the

flame dynamics to the external perturbations weakens as we

move away from the bluff body location. We notice that the

lack of synchrony observed in the flame response is more for

the high density ratio case compared to the low density ratio

case, as the number of phase slips is more and less for the

former and latter cases in the plot of relative phase, respec-

tively. Thus, it is to be noted that the detection of phase lock-

ing between the signals obtained from the top and bottom

branches of the flame is highly dependent on the choice of

the flame location.

Lastly, we examine the variation of recurrence proper-

ties such %RR and %DET of the local heat release rate fluc-

tuations obtained from the top and the bottom branches of

the flame, at various distances downstream of the bluff body,

for different values of the forcing amplitude. In Fig. 11, we

plot the variation of these recurrence measures for the top

[Figs. 11(a) and 11(b)] and the bottom [Figs. 11(c) and

11(d)] sides of the flame separately, when qu=qb ¼ 2. We

notice the variation in the values of these measures for both

sides of the flame with an increase in the forcing amplitudes.

For the top side of the flame [Fig. 11(a)], the values of %RR

display an increasing trend for x/D¼ 3, 4, and 5, and this

remains nearly the same for x/D¼ 6, 7, with an increase in

the forcing amplitude, whereas, in Fig. 11(b), we notice a

continuous increase in the values of %DET with the forcing

amplitude for all locations along the flame length.

Furthermore, the value of %DET is observed to decrease at a

particular forcing amplitude with the increase in the distance

FIG. 10. The plots of the relative phase between the local heat release rate fluctuations obtained from the top and bottom branches of the flame at three differ-

ent locations along the flame length as x/D¼ 3, 5, and 7, for two different values of the density ratios (a)–(c) qu=qb ¼ 1.9 and (d)–(f) qu=qb ¼ 3.2. The parame-

ters that are fixed are Ulip¼ 41m/s, fn=ff � 1, and Af¼ 0.02.
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along the flame length. This reasserts that the response of

oscillations in the top side of the flame to the forcing

decreases (hence, there is a decrease in the periodicity of

oscillations) as we move away from the bluff body location.

The opposite behaviour is observed in the oscillations of bot-

tom side of the flame, where we notice a near collapse of all

the plots of recurrence measures, %RR [Fig. 11(c)] and

%DET [Fig. 11(d)], obtained for different locations along

the flame length with an increase in the forcing amplitude.

This suggests that the response of forcing is nearly the same

along the length of the bottom side of the flame. The applica-

tion of forcing periodically sheds vortices from the bluff

body; however, the persistence of these vortices along the

flame length is asymmetric for both sides of the bluff body.

In particular, at the density ratio of 2 and when the frequency

ratio is such that fn=ff � 1, we observe that the structures

shed from the top side of the bluff body lose coherence faster

than those shed from the bottom side. Thus, even though the

application of external forcing is symmetric in the system,

the response of the system dynamics to the forcing may not

be always symmetric and is highly dependent on the various

factors such as the geometry of the system and conditions of

the underlying hydrodynamic field and those of the external

forcing.

IV. CONCLUSIONS

This paper describes the study of the forced response of

a longitudinally excited reacting wake for different density

and excitation frequency ratios. By using tools from nonlin-

ear dynamics, we show that the dynamics of the local heat

release rate fluctuations during the unforced state have low

determinism, and the value of this determinism gradually

increases with an increase in the forcing amplitude. We fur-

ther characterize the symmetry of forced flame response by

computing the instantaneous relative phases of the local heat

release rate fluctuations obtained from the top and the bottom

branches of the flame with the forcing signal. We observe

that, for the low density ratio case, when fn< ff, the bottom

branch of the flame exhibits more receptivity to forcing and

gets easily phase-locked. In contrast, the top branch of the

flame oscillations displays a weak response to forcing and

does not get phase-locked with the forcing signal. The

reverse happens when fn> ff, i.e., the top branch of the flame

oscillations shows a perfect phase-locking with forcing and

not the bottom branch of the flame oscillations. In the case of

high density ratios, the effect of forcing is nearly the same

for all conditions of forcing (ff< fn or ff> fn), where both

(top and bottom) branches of the flame show a perfect phase-

locking with the forcing signal. This observation is explored

in detail in Ref. 2 from the viewpoint hydrodynamics and is

characterized here using a dynamical systems theory.

By comparing the instantaneous phase difference

between the top and bottom branches of the flame, when

ff � fn, we notice that the mean phase difference between the

top and bottom branches of the flame decreases from a high

value close to 130	 to a low value close to 35	 with an

increase in the density ratio. This results in the transition of

the vortex shedding pattern from a sinuous (predominantly

asymmetric) to a varicose (predominantly symmetric) mode.

The distribution of the relative phase between the top and bot-

tom branches of the flame is narrower for the high density

ratio case, as compared to the broader distribution observed

for the low density ratio case. This suggests that the globally

unstable low density ratio reacting wakes are more resistant to

the harmonic forcing than the high density ratio convectively

unstable reacting wakes as the correlation in phases between

the signals is weaker for the former and stronger for the latter.
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FIG. 11. The variation of recurrence

quantities %RR and %DET for (a) and

(b) top and (c) and (d) bottom sides of

the flame with different values of forc-

ing amplitudes obtained at various loca-

tions along the flame length. The flame

distances are x/D¼ 3, 4, 5, 6, and 7,

and the forcing amplitude values are

Af¼ 0, 0.005, 0.01, 0.015, and 0.02.

The conditions that are fixed are qu=qb
¼ 2, Ulip¼ 40m/s, and fn=ff � 1.
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